Commentary

Interpretation of published meta-analytical studies affected by implementation errors in the GingerALE software

Jane R. Garrison⁎, John Done, Jon S. Simons

⁎ Department of Psychology and Behavioural & Clinical Neuroscience Institute University of Cambridge, UK
School of Psychology, University of Hertfordshire, Hatfield, Hertfordshire, UK

GingerALE (http://brainmap.org/ale/) is a widely used, freely distributed software package used to undertake co-ordinate based activation likelihood estimation (ALE) meta-analysis of neuroimaging data. The developers of the software (Eickhoff et al., 2017) have recently reported their discovery of two implementation errors which affected versions of the software prior to version 2.3.6 (released in April 2016). These errors, which have been discussed previously in Neuroscience and Biobehavioral Reviews (Tanasecu et al., 2015; Tench et al., 2016) affected the multiple comparisons correction procedure resulting in the application of more liberal statistical thresholds than should have been the case. The first error, involving calculation of the threshold for the False Discovery Rate (FDR) correction, was amended in GingerALE V2.3.3 (May, 2015) but affected all earlier versions of the software. The second error, in the cluster-level Familywise Error (FWE) correction process dating from V2.2 (May 2012), was corrected in April 2016 in V2.3.6.

Several hundred published meta-analysis studies (http://www.brainmap.org/pubs/) have used versions of the GingerALE software affected by these errors. This number includes two neuroimaging meta-analyses by the present authors, published before the errors came to light (Garrison et al., 2013; Zmigrod et al., 2016). The GingerALE developers have recommended that the authors of affected studies repeat their analyses with the latest version of the software, and compare their results with the original findings (Eickhoff et al., 2017). Consistent with a few other authors of studies that used versions of GingerALE now known to have been affected by these implementation errors (e.g. Smith and Delgado, 2017), we have done this, and we summarise our findings below. We also use our experience to make suggestions for the interpretation of other published meta-analytical studies affected by the GingerALE software errors, and discuss the implications for interpreting statistical analyses more generally that may be affected by similar problems relating to the use of non-open-source, third party software products.

The implementation error in the GingerALE FDR code affected calculation of the statistical threshold for determining activation significance, meaning that clusters that would otherwise have been excluded were falsely shown to have achieved significance (Eickhoff et al., 2017). Importantly, this error did not affect the calculation of individual activation likelihood effect sizes, nor the application of the statistical threshold once it had been calculated. As such, reported uncorrected ALE p values calculated from the modelled activation maps are unaffected, as are the peak locations identified in the analysis, with the implementation error impacting only on which peaks were designated as being significantly above threshold (Eickhoff et al., 2017). However, the scale of the error is variable and dependent on the particular properties of the data, being affected by both the number of neuroimaging experiments in the dataset and the number of foci in each experiment: smaller datasets being typically more affected than larger ones (Eickhoff et al., 2016; M Fox. personal communication).

The effect of correcting this error on data from our two published ALE analyses was a large reduction in the number of clusters that exceeded the statistical threshold. Our first study, a meta-analysis of neuroimaging data relating to prediction error in reinforcement learning (Garrison et al., 2013), was based on a full dataset of 35 experiments and 445 foci. The significance threshold used, FDR correction with p < .05, implemented in GingerALE V2.1.1.1, pFWE (a conservative setting making no assumption about data correlation), and a minimum cluster size of 50 mm³, had been chosen to mirror similar meta-analyses published a few years previously (e.g. Liu et al., 2010). Re-analysis of the prediction error data revealed that for the top level ‘All Studies’ prediction error analysis, only four of the originally reported 33 activation peaks survived correction using these FDR settings when implemented in the corrected version of the software (GingerALE V2.3.6). The impact of the error on smaller datasets was similar, so for example only three activation peaks survived for the instrumental and reward prediction error data revealed that for the top level ‘All Studies’ prediction error analysis, only four of the originally reported 33 activation peaks survived correction using these FDR settings when implemented in the corrected version of the software (GingerALE V2.3.6). The impact of the error on smaller datasets was similar, so for example only three activation peaks survived for the instrumental and reward analyses using these FDR settings (previously 21 peaks each). In light of current arguments that FDR may not, in any event, be an optimal correction method for ALE analyses (Eickhoff et al., 2016, 2012), we further analysed the All-Studies prediction error data with GingerALE V2.3.6 using FWE voxel correction (p < 0.05), and cluster-level FWE correction (cluster-forming threshold of p < .001, cluster-level correction of p < 0.05) as recommended in the GingerALE manual (http://www.brainmap.org/ale/manual.pdf). Four activation peaks survived correction using FWE and five for cluster level correction.
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The pattern of findings with our second hallucination meta-analysis (Zmigrod et al., 2016) was also marked. In this study, we compared neuroimaging data reporting brain activity during auditory verbal hallucinations (16 experiments, 236 foci) with that during visual hallucinations (7 experiments, 77 foci). FDR correction with a $p < .05$ threshold was used, implemented in GingerALE V2.3.2, pN, and 200 mm$^3$ minimum cluster size, chosen to mirror four earlier GingerALE meta-analyses of hallucination data by other researchers (Jardri et al., 2011; Kompus et al., 2011; Kühn and Gallinat, 2012; Van Lutterveld et al., 2013). No activation peaks exceeded this FDR threshold when implemented in the current version (V2.3.6) of the GingerALE software, for either auditory verbal hallucinations (originally 31) or visual hallucinations (10). The FWE $p < .05$ voxel-level threshold correction also resulted in no significant peaks for either analysis. Use of cluster-level FWE correction (cluster-forming threshold of $p < .001$, cluster-level correction of $p < .05$), as now recommended in GingerALE V2.3.6, resulted in three activation peaks designated as significantly above threshold for both the auditory and visual hallucination analyses. The underlying GingerALE text files for both the prediction error and hallucination meta-analyses will be made publicly available to enable interested parties to further explore the data, and we encourage authors of other affected GingerALE studies to do the same.

1. GingerALE interpretation

These re-analyses suggest that while the locations of consistent activation peaks across neuroimaging studies were accurately identified in the original analyses, the designation of which peaks were significant was incorrect. This highlights an important issue in terms of sample sizes for coordinate based meta-analyses. It is likely that the re-analyses did not reproduce the earlier delineation of significant peaks using either the original FDR settings, or using voxel-wise FWE or cluster based thresholds, due to insufficient power based on the number of neuroimaging experiments available. This was the case even for the ‘All Studies’ prediction error analysis which utilised substantially more than the 17–20 minimum number of experiments recommended by the GingerALE developers to ensure that meta-analysis results are not driven by a single experiment (Eickhoff et al., 2016). Notably, our hallucination analyses (Zmigrod et al., 2016) built upon the four earlier GingerALE meta-analyses by other researchers that utilised smaller datasets than our own (Jardri et al., 2011; Kompus et al., 2011; Kühn and Gallinat, 2012; Van Lutterveld et al., 2013), and which also used the FDR thresholding settings now known to be unreliable. This issue of sample size and its effect on power is important and should be borne in mind when interpreting published meta-analyses that used versions of the GingerALE software affected by the implementation errors. We echo Eickhoff et al. (2016)’s recommendation that data from smaller samples be re-analysed using a corrected version of the software to understand the extent to which the original results can be reproduced.

Despite the recommendations for reanalysis and communication above, it is likely that for a large number of meta-analyses, there will be no published assessment of the impact of the GingerALE thresholding errors. Eickhoff et al. (2017) point out in their discussion of the GingerALE software issue that unintended errors in reporting statistical thresholds do not necessarily invalidate the results and conclusions of published studies, as the choice of statistical threshold is an arbitrary and ultimately subjective decision. Many statisticians argue that p-values are a poor basis for making scientific inferences, and that effect sizes are more informative measures (Wasserstein and Lazar, 2016). As relative effect sizes (ALE values) and uncorrected p values are unaffected by the errors, these previous meta-analyses retain considerable value in identifying the degree to which brain regions were activated consistently across underlying experiments. This information can be the main interest for many readers of meta-analyses who use them to identify the handful of regions that are most frequently associated with a cognitive function, rather than being solely concerned with the statistical significance of that frequency.

For example, one recent paper (Chen et al., 2017) took exactly this descriptive approach in reporting the results of their GingerALE meta-analysis, with the emphasis on effect sizes, and associated p-values not reported. To explore this further, we reanalysed our own meta-analytic findings to calculate the frequency with which each of the reported clusters was observed in the underlying experimental papers. We defined a contribution as a focus of peak activity lying within 5 mm of the reported GingerALE cluster. The cluster ALE value was very strongly correlated with the number of contributing studies ($r = .907$, $N = 48$, $p < .001$), suggesting that focusing on ALE effect size values can provide useful insight into the descriptive accuracy of the results, and can be used to aid interpretation of the results of previously published meta-analyses that are now known to be subject to software errors.

There is a broader issue here regarding the interpretation of statistical analyses that have employed other software packages, which could potentially be subject to similar errors. There is an overriding need to read critically and with an awareness of the possibility of error not only in the data, but in the analysis software. It is notable that there was not one, but two errors discovered in the GingerALE code, which appear to have been present across many versions of the software, affecting the results reported in a large number of published meta-analyses. There may be similar errors in other statistical analysis software packages that are, as yet, undiscovered. Understanding whether statistical results have been replicated using alternative software packages or taking the opportunity to undertake such re-analysis oneself, as well as knowing whether the software code has been made open-source and been subject to some form of independent verification, may help to address the uncertainty attached to the results. In their discussion of the effect of the FWE cluster-level error on their own published meta-analysis data, Smith & Delgado (2017) called for the effective communication of implementation errors once discovered by software developers, and users can inform themselves further by reading on-line support forums to be aware at the earliest stage of issues that may arise. In summation, there is a clear need to promote openness, in making available source code, the underlying data, and provision of early and informed communication of issues whenever these arise.
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